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On maintenance work, we will review “Operation Procedure 
Management Rules,” “Check Procedure of Operation Approval,” 
and additionally, “Operational Risk Assessment and Operation 
Suppression Criteria/Duration.”

On scaling the maintenance work, we develop more elabo-
rate tools to detect congestion at VoLTE nodes and redesign 
congestion control.

On July 28, 2022, we submitted a serious accident report based 
on Article 28 of the Telecommunications Business Act to the 
Ministry of Internal Affairs and Communications (MIC).

On August 3, we received a reprimand and written adminis-
trative guidance from MIC to prevent the recurrence of similar 
accidents. 

We deeply apologize for the extended inconvenience and trouble caused to customers nationwide using our 
communication services that began on 1:35 a.m. on Saturday, July 2, 2022.

As a telecommunications carrier, supporting social infrastructure and providing stable service, 
we take such incidents seriously. 

We have implemented measures to try to prevent recurrences and will make every effort to foster smooth 
operations going forward.

Based on the root cause and challenges of the failure, we built a 
cross-organizational system, granting the highest priority to 
network stabilization and improvement of customer relations.

In the “Council for improvement of infrastructure and cus-
tomer relations,” where president serves as the chief, we are 
actively implementing measures in four working groups:  “Im-

provement of work quality WG,” “Operation improvement WG,” 
“Equipment improvement WG,” and “Improvement of customer 
relations WG.”

Operation, Engineering/Construction, Customer Services/PR, 
and Sales (Corporate/Individual) Departments collaborate as a 
company-wide effort.

In prolonging the maintenance work, we will review recovery 
procedures when congestion occurs and develop tools to 
recover congestion at VoLTE nodes.

On customer announcements, we improve information 
disclosure to customers and facilitate timely and appropriate 
announcements.

For the recurrence-preventive measures and other challeng-
es such as announcement methods, we will continue our efforts, 
taking into account the conclusions of discussions in the investi-
gation committee conducted by the MIC.

About the Communication Failure on July 2, 2022About the Communication Failure on July 2, 2022
System to Drive Quality and Service ImprovementSystem to Drive Quality and Service Improvement

Recurrence Prevention MeasuresRecurrence Prevention Measures

Implementation details Implementation period

Maintenance work

(1)�Review of Operation Procedure Management Rules,  
Check Procedure of Operation Approval

(2)�Review of Operational Risk Assessment and Operation 
Suppression Criteria/Duration

(1)July 14, 2022 implemented
(2)July 22, 2022 implemented

Get larger scale
(1)�Development of more elaborate tools to detect congestion 

at VoLTE Nodes
(2)Review and inspection of design for congestion control

(1)July 28, 2022 implemented
(2)�Inspection completed by the end of August 2022, plans 

formulated

Prolongation
(1) Review of recovery procedures when congestion occurs
(2) Development of tools to recover congestion at VoLTE 

Nodes

(1)July 11, 2022 implemented
(2)August 24, 2022 operation started

Announcement for 
customers

• ��Improvement of information disclosure to customers;  
timely and appropriate announcements

Partially implemented on July 14, 2022, the rest of parts 
implemented by the end of September 2022

System to Drive Quality and Service Improvement
Building a cross-organizational system, granting highest priority to network stabilization and improvement of customer relations

Improvement of  
work quality WG

Operation  
improvement WG

Equipment  
improvement WG

Improvement of  
customer relations WG

Chief:  president
Members: all executives

Council for improvement of infrastructure and customer relations Okinawa Cellular

Operation Department Engineering / Construction 
Department 
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PR Department 

Sales Department  
(Corporate/Individual) 

On July 2, 2022, during maintenance, a routing misconfigura-
tion caused approx. 15 minutes of communication interruption. 
After we reverted the configuration, a large number of location 
registration request signals were resent. 

Congestion at “VoLTE nodes” for voice services, congestion 
at “subscriber databases (DB)” used for subscriber authentica-
tion, and data inconsistency of the subscriber databases 
occurred one after another, causing extended communication 
failure. We implemented traffic flow rate control and data incon-
sistency correction measures to reduce system overload, but 
the insufficient load reduction remained for a long time.

On July 4, 2022, we identified the VoLTE nodes that caused 
unnecessary excessive signal transmission and separated the 
nodes. As a result, both voice and data communications were 
confirmed to have recovered to the same level as the previous 
week.

To summarize, a routing misconfiguration caused communi-
cation interruption, which caused a vast number of location 
registration request signals, and eventually congested VoLTE 
nodes and subscriber DB nationwide. The communication 
failure was recovered by separating the problematic VoLTE 
nodes.

Overview of Communication Failure and Our ResponseOverview of Communication Failure and Our Response

Overview of the Communication Failure
Large number of location registration request signals generated due to incorrect route settings.

VoLTE nodes and subscriber DB nationwide were congested.

1
Congestion at  
VoLTE nodes

Partial interruption due  
to router work

Congestion due to repeating large 
number of retransmissions from 

devices and equipment

A situation in which only one-way 
signals transmitted due to 
misconfiguration of router

2
Congestion at  
subscriber DB

Congestion due to rapid increase in 
inquiries at subscriber DB due to 

retransmissions

3
VoLTE node  

disconnection (recovery)

Disconnected VOLTE nodes that 
caused communication failure and 

service restored

The effect of the communication failure lasted for a total of 61 
hours 25 minutes, from July 2 (Sat) 1:35 am to July 4 (Mon) 3:00 
pm (JST). As for the scale, about 22.78 million voice users and 
7.65 million or more data users were affected in KDDI (non-con-
solidated). With Okinawa Cellular Telephone Company combined, 
the number rose to about 23.16 million voice users and 7.75 
million or more data users.

The communication failure spread to a broad range of indus-

tries using smartphones and IoT devices, such as logistics, 
automobile, administrative services, banking, and transportation, 
affecting the living infrastructure.

Based on the challenges revealed by the incident, in addition 
to strictly implementing recurrence prevention measures and 
achieving stable service operations, we are committed to grasping 
new usage scenes and effects of services as well as establishing 
timely and appropriate information disclosure to customers.

Overview and Effect of the Communication FailureOverview and Effect of the Communication Failure

Impact on Corporate CustomersGeneral Outline of Communication Failure
Affected nationwide customers for a long time Affected various industries and living infrastructures

Affected time
From July 2 (Sat) 1:35 am to July 4 (Mon) 
3:00 pm (JST) (Total : 61 hours 25 minutes)

Affected area Nationwide

The number of affected customers

Voice (VoLTE) About 22.78 million

Data (4G/5G) 7.65 million or more

Logistics
Delivery status updates
/Contact with delivery 

drivers

Automobile
Connected car services

Administrative 
services

Weather data collection
/Water meters

Banking
ATMs located outside

Transportation
Wireless transceivers in 
airports and IC cards 

for buses
* �The scale of the effect is estimated and calculated based on the differences in 

calls and registration requests between the normal condition (one week before the 
communication failure, based on the same time frame) and the failed condition.
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